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Equality Generalized Traveling Salesman Problem (GTSP)
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GTSP is to find an elementary cycle visiting exactly one node for each cluster 
and minimizing the sum of the costs of the traveled edges

and

GTSP is NP-hard
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Literature Review
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Layered Network Method
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Any path from w to w’ visits exactly one node for each layer (cluster), hence it gives a 
feasible solution to GTSP.

Conversely, every GTSP tour visiting clusters according to sequence (V1,…,Vm) 
corresponds to a path in the Layered Network (from a certain w to w’).

The best GTSP tour visiting the clusters in the given sequence can be found by 
determining the shortest path from each w to the corresponding w’.

w w’
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Fischetti et al. (Heuristic Algorithms and Branch&Cut)

Two heuristic algorithms:

1. It is an adaptation of the Farthest Insertion TSP procedure and is combined with two 
improvement procedures: 

1. 2-opt and 3-opt exchange procedures

2. a procedure which, starting from a given sequence of clusters, computes the best 
feasible cycle by using a Layered Network

2. It is based on a Lagrangian relaxation of the problem, followed by the second 
improvement procedure, in a subgradient optimization framework.

Branch&Cut: the lower bound on the optimal solution value is obtained by solving an LP 
relaxation of the problem, which is tightened by adding valid inequalities.

The heuristic algorithms are applied at the root node to obtain a good upper bound.

Benchmark instances: they were obtained starting from the TSP test problems from the 
Reinelt TSPLIB library and by using a clustering procedure.
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Renaud and Boctor (GI3)

Propose a composite heuristic algorithm, composed of three phases:

1. Construct a sub-cycle

2. Apply an insertion procedure in order to obtain a sub-cycle which visits exactly one 
node in each cluster

3. Apply a solution improvement procedure

Snyder and Daskin (GA)

Present a random-key genetic algorithm.

It uses reproduction, crossover and immigration operators.

The 20% of the population comes from the previous population via reproduction, the 70% 
is obtained by crossover and the 10% is generated by immigration.

The genetic algorithm is then combined with improvement heuristic algorithms (2-opt and 
swap procedures).

Pintea et al. (RACS)

Present a meta-heuristic algorithm, based on Ant Colony Systems.

The algorithm presents new pheromone rules.  
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Multi-start Heuristic Algorithm

• It is an extension of the Decomposition Algorithms since it combines the two alternative 
approaches for decomposing the problem.

• It applies a preprocessing in order to delete the dominated nodes.

• It introduce randomness in order to explore a greater solution space and iteratively 
applies the decomposition approach.

• It applies local search procedures in order to improve the solution found. 

Decomposition Algorithms (according to Renaud and Boctor classification)

The problem is subdivided into two phases.

In the first phase: the algorithm selects the nodes to be visited.

In the second phase: it constructs a cycle (by using a TSP algorithm).

Alternatively:

In the first phase: the algorithm determines the order for visiting the clusters

In the second phase: it constructs the shortest cycle by using the Layered Network Method
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Multi-start Heuristic Algorithm

Feasible Node Set: a node subset of V such that 
each node belongs to a different cluster

C

T Feasible Solution: a sequence of the nodes belonging 
to a feasible node set

S Best Solution: the best solution found so far

H Subgraph: the node subgraph induced by a feasible node set

Notation
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Multi-start Heuristic Algorithm

First Phase

Second Phase

It determines the visiting order of the clusters

It finds the minimum cost cycle

Random Phase

It defines a feasible node set C

Improvement Phase

It applies local search procedures

Initialization

It deletes the dominated nodes
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Multi-start Heuristic Algorithm

Initialization

Random Phase

First Phase

Second Phase

Improvement Phase

Update the best solution S

If the time limit is reached -> stop AND

if the optimal solution has not been 
found, restart with a different value of p

Define C by randomly selecting with 
uniform probability one node from 

each cluster. 
If S  substitute with probability p 
each node of C with the node of S

belonging to the same cluster 

Find a TSP feasible solution on H (Farthest 
Insertion TSP). Apply the 2-opt and obtain 
the sequence of nodes T. This gives the 

corresponding sequence of clusters

Set S=0 
Preprocess the instance and 
delete the dominated nodes

Generate a random seed
Choose a value for probability

Apply the 2-opt to T1 and try to 
improve the sequence of nodes.

Apply the Layered Network Method 
and obtain the best sequence of 
nodes T1 (with the fixed clusters 

order)

0≠
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Example of the first iteration of multi-start heuristic algorithm

• It contains 10 clusters and 48 nodes

• The graph is complete

• The costs of the edges are proportional to the Euclidean distances

Instance 10att48
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Instance 10att48

The dominated nodes are deleted. Then 
the nodes are randomly selected one 
for each cluster and the sequence T is 
obtained by applying Farthest Insertion 
TSP followed by the 2-opt

Initialization

Random Phase

First Phase



V. Cacchiani, CTW 2008 14

Instance 10att48

The Layered Network Method is 
applied, taking the order of the clusters 
at the previous step as fixed

Second Phase
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Instance 10att48

The 2-opt is applied and gives the new 
sequence of nodes T1 Improvement Phase
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Instance 10att48

Second Phase

Since the visiting order of the clusters 
has been changed, apply the Layered 
Network Method again and obtain the 
following sequence of nodes.

The 2-opt does not obtain any further 
improvement and this end the first 
iteration.
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Computational Results

• The presented multi-start heuristic algorithm is tested on benchmark instances of the 
literature, proposed by Fischetti et al. (1997). The instances were obtained starting from 
the TSP test problems from the Reinelt TSPLIB library and by using a clustering 
procedure.

• These instances are generally used to test heuristic or exact algorithms for the GTSP.

• The multi-start heuristic algorithm was implemented in Java and run on a pc Pentium IV, 
1 Gb Ram, 3.4 Ghz.

• We considered 3 values for probability p: p=70%, p=75% and p=80%

• We considered 5 seeds: 1013, 171, 1181060152437, 118106285062, 1181118564906

• Time limit is used as stop condition (8 seconds)

• If the optimal solution is not reached within the time limit, select another value for the 
probability p and restart

• Time is expressed in milliseconds.
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Computational Results

In order to perform a fair comparison on the computing times with the best state-of-the-art 
algorithms, we refer to J.J. Dongarra, “Performance of various computers using standard 
linear equations software” (Technical Report CS-89-85, Computer Science department, 
University of Tennessee, 2004) for the evaluation of the speed of the systems used in the 
experiments.
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Average Results
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Conclusions

The presented multi-start heuristic algorithm finds the optimal solution for the 86.5% of the 
tested benchmark instances in less than 10 seconds.

For the 91.9% of the instances it finds the optimal solution for at least one trial.

The presented algorithm turns out to be competitive with the best state-of-the-art 
algorithms for the GTSP.


