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Online Parallel Job Scheduling

Scheduling parallel jobs on m machines: (P|online — list, m;|Cmax)

® Jobs have a processing time (p;) and a number of machines simultaneously
required for processing (m;),

® As soon as a job arrives, it has to be scheduled irrevocably without knowing the
characteristics of the future jobs,

¢ Preemption is not allowed,

® The objective is to minimize the makespan.
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Online Parallel Job Scheduling

Scheduling parallel jobs on m machines: (P|online — list, m;|Cmax)

Jobs have a processing time (p;) and a number of machines simultaneously
required for processing (m;),

As soon as a job arrives, it has to be scheduled irrevocably without knowing the
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Online Algorithms: The Analysisis a Game

An online algorithm A is said to be p-competitive if

sup Calo) <p
o C*(O') o ’

where C* is the value of the optimal offline solution.

Interpret the analysis as a game between the online algorithm and an adversary.
Online algorithm schedules the jobs to minimizes the competitive ratio.

Adversary determines the next job characteristics to maximize the competitive
ratio.
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Online Algorithms: The Analysisis a Game

An online algorithm A is said to be p-competitive if

su CA(U)
Jp C* (O’)

<p,

where C* is the value of the optimal offline solution.

Interpret the analysis as a game between the online algorithm and an adversary.
Online algorithm schedules the jobs to minimizes the competitive ratio.

Adversary determines the next job characteristics to maximize the competitive
ratio.

To show

a lower bound on p: Construct an adversary and show that no online algorithm can
be better than p-competitive.

a upper bound on p: Construct an online algorithm and show that matter what the
adversary does, it is p competitive.
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K nown Results

Plonline — list, mj|Cmax

Model Lower Bound  Upper Bound

- 2.43 6.6623

m = 2 2 2 Greedy

m=3 2 2.8 This talk

3<m<6 2 m Greedy
Semi-online Plonline — list, m;|Cmaax

Model Lower Bound  Upper Bound

-non-increasing m;  1.88 2.4815  This talk

m=20r3 —% 2—% Greedy

m=4o0rb - 2 Greedy

-non-increasing p; 3 2

m=2 d !

-non-decreasing p; - -

=2
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Overview

Lower bounds on optimal solutions
Greedy

Case: m =3

Case: non-increasing m;
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L ower bounds on optimal solutions

Given a list of jobs o

Load argument:

Length argument:

C* (o) > max{p;}
jEo
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The Greedy Algorithm

¢ Greedy is m-competitive.

Proof: In a schedule constructed by Greedy never m machines are left idle. By the load
argument we get

C1Grreedy (o) < Z m;pj
JjEOo

< mC*(o)

So,

CGreedy(U) m
C*(o)  ~
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The Greedy Algorithm

® Greedy is m-competitive.

Proof:
Consider the illustrated instance.

CGreedy (0) Yo (14 (i —1)e) + (m —1)e
C*(o) 1+ (2m — 2)e

1
sem(m—1)+m — € _
= 2 ( ) —mife —0

1+ (2m — 2)e

Online Schedule: Optimal Schedule:
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caseem =3

Lower bound:

® For m > 3 the competitive ratio is at least 2.

[ ]
Online Schedule:

|

Offline Schedule:
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caseem =3

Lower bound:

® For m > 3 the competitive ratio is at least 2.

[ ]
Online Schedule:

Offline Schedule:

2

1

L
Upper bound:

¢ Greedy is 3-competitive
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caseem =3

Algorithm 3M:

® m, = 1job arrives:
r 7

3

2

1

® mj; = 2 job arrives:

® m, = 3 job arrives:
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L _
Decreasing profile is maintained. Schedule Greedy.
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caseem =3

Algorithm 3M:
® m, = 1job arrives:
r 7
3
2
1
L ]

Decreasing profile is maintained. Schedule Greedy.

® m, = 2job arrives:

M 1
3
2
1

L _

Not much is lost. Schedule Greedy.

® mj; = 3 job arrives:
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caseem =3

Algorithm 3M:
® m, = 1job arrives:
r 7
3
2
1
L ]

Decreasing profile is maintained. Schedule Greedy.

® m, = 2job arrives:

M 1
3
2
1

L _

Not much is lost. Schedule Greedy.

® m, = 3 job arrives: Delay the job.
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Algorithm 3M:

® m, = 3 job arrives: Delay the job.
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caseem =3

Algorithm 3M:

® m, = 3 job arrives: Delay the job.

~ m

3

2

1

L - s - . e e N
H L Fi  Hy L Fia

Define

1 1 *
d:= §Li—|—1 - ZHi—l—l
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caseem =3

d

\=I¢ =

Csy = Z I; + (last part of the schedule)
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caseem =3

d

—_— I . —
Csy = Z I; + (last part of the schedule)

Improving the load bound: .
/ lOCLd(t) dt > 517, — Fi4q
I.

(]

Improving the length bound:

C*(0) > ) F, +j|1;n%?>§<2pj
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caseem =3

d

—_— I . —
Csy = Z I; + (last part of the schedule)
Improving the load bound:

5
/ lOCLd(t) dt > 517, — Fi4q
I

(]

Improving the length bound:

C*(0) > ) F, +j|1;n%?><<2pj

Theorem 1 Algorithm 3M is 2.8-competitive.

Idea: Either the load bound or the length bound works well. []
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Case: non-increasing m;

Greedy is 2.75-competitive.

Algorithm Modified Greedy (MG):

Schedule the jobs with m; > 2 one after the other.

Schedule the other jobs greedily.

M 1
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Case: non-increasing m;

L

S CMG

Theorem 2 Algorithm MG is 2.5-competitive.

Cyma(o)

IA

~p.13/16



Case: non-increasing m;

Online Schedule:
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Case: non-increasing m;

Online Schedule: Offline Schedule:

or
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Online Schedule: Offline Schedule:

or
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Case: non-increasing m;

Offline Schedule:

Online Schedule:

1
c* = |A1|—|—§|A2|

1 1 3
_ — = — > -
rtg-m=gt) 2eegy

1 1
C* = |Ai|+ §\A2\ +3 (|As] —[A1])

1 1 5} 1 3
L= (t— Z(t+ — — —+— = > —1

Vv
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Case: non-increasing m;

New bound on C*:

Q

*
'V
NN NGV
~

Theorem 3 Algorithm MG is %—competitive (=~ 2.4815).

Idea: Case distinction ont/Cysq. L]
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Questions?

Case: m = 3:

f?

2< « <28

Case: non-increasing m;

f?

1.88 < &« < 24815
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